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Objectives:

• Detect model performance degradation after deployment.

• Investigate causes for this

• Formulate automated retraining strategies to compensate
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• Take some training samples from some distribution as input and learn a model 
that represents that distribution.

• If training data Pdata (x), and we have a model that is from Pmodel(x), the goal is 
to find Pmodel(x) similar to Pdata(x)

• Simple example: text prediction models.

Generative Models

Images source: MIT 6.S191
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• Why generative models?

Motivation:

Generative Models

Federated 
learning 

Explainable AI*
Performance 
monitoring

*Angelov, Plamen, and Eduardo Soares. "Towards explainable deep neural networks (xDNN)." Neural Networks 130 (2020): 185-194.
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Motivation: Performance Monitoring

• What is performance?

• Deep neural networks are often trained
with closed-world assumption i.e the
test data distribution is assumed to be
similar to the training data distribution.

• However, when employed in real-world
tasks, this assumption doesn’t hold true
leading to a significant drop in their
performance.

• An ideal AI system flag the ones that are
beyond its capability to seek human
intervention.

• Monitoring!

https://en.wikipedia.org/wiki/Closed-world_assumption
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Performance monitoring

• Causes for performance decay:

– Concept and distribution drift

– Outliers

– Adversarial attacks
Concept Drift* Distribution drift*

Outliers Adversarial attacksⴕ
Sources:
* Machine Learning Monitoring, Part 5, www.evidentlyai.com, 
ⴕ Ahmad et al. (2020), Developing Future Human-Centered Smart Cities: Critical Analysis of Smart City Security, Interpretability, and Ethical Challenges

http://www.evidentlyai.com/
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• As a first step, closer look at reconstruction-based methods [1,2].

• Autoencoders:

• Loss: ℒ 𝑥, ො𝑥 = ∥ 𝑥 − ො𝑥 ∥2

[1] Yang, J., Zhou, K., Li, Y., & Liu, Z. 2021. Generalized out-of-distribution detection: A survey. arXiv preprint arXiv:2110.11334.

[2] Kieu, T., Yang, B., Guo, C., Jensen, C. S., Zhao, Y., Huang, F., & Zheng, K. (2022). Robust and explainable autoencoders for time series outlier detection. 
In Proceeding of the 38th IEEE International Conference on Data Engineering, ICDE 2022.

Work Done:

Source: www.assemblyai.com
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Work Done:

• Some first implementations and 
validation of autoencoders as 
outlier detecting tools

• Good performance for outlier 
detection

Latent space visualized
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• What are the best loss metrics?

• Can the latent space provide sufficient information to be leveraged for outlier 
detection?

• How about a training strategy that trains autoencoder (for anomaly detection) 
and classifier together, and later dispose the decoder?

Interesting questions:

Encoder DecoderZ

Classifier

X,y

y’

Alarm
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Variational autoencoder

• Vanilla autoencoders cannot produce a latent space that is regularized. Outlier 
detection using latent space is not possible.

• Variational autoencoders attempt to solve this. 

• Work in progress.

• Loss: 

Source: Intuitively Understanding Variational Autoencoders
www.towardsdatascience.com 

ℒ 𝜙, 𝜃, 𝑥 = 𝑟𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛 𝑙𝑜𝑠𝑠 + (𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑡𝑒𝑟𝑚)

X x̂̂z

σx

μx
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• Federated learning conventionally uses models
with fixed architecture, and only adapts weights
and biases. The idea is that the data seen by
local models cannot be shared, i.e the data on
which model is improved is distributed.

• If something drastic occurs at the model, in
order to change the underlying model
architecture, additional central training data is
needed.

• Here, generative models can be used to
generate plausible realistic data, train the
networks, and propagate the new architecture.

Beyond monitoring?

Image source: https://blogs.nvidia.com/blog/2019/10/13/what-is-federated-learning/

Generative 
Models

Federated 
Learning 

Explainable 
AI

Performance 
monitoring
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